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Relevance of work. The problem of languages contingence, searching for
effective and sustainable programs in the field of languages on society
consolidation is actual more than ever in the modern multilingual and multicultural
world. Trinity of language project initiated by the Head of the state and executed
within the Republic of Kazakhstan is a base for data exchange both domestically
and internationally. This project promotes the brisk growth of information
community within the country and integration of Kazakhstan into the world global
information community by considering Kazakh language as a state language and
Russian language as a dominant spoken language and English language as a
language of successful integration into the global economics. It shall be deemed to
develop as special information applications on processing Kazakh language so the
possibilities of its inclusion into the applications of multi-language processing to
execute international engagement, product promotion, knowledge and
communication of the Republic of Kazakhstan in the global information space.

At present, there is sufficient quantity of applications processing Kazakh
language. At the same time, a fair amount of problems concerning the need in
improving the quality of automatic processing of Kazakh language is kept.

By now, the following leading scientists made considerable contribution in
solving problems of automatic processing of Kazakh language as: Kaldybai
Bektaev, Sharipbaev Altynbek Amirovich, Amirgaliev Edilkhan Nesipkhanovich,
Tukeev Ualsher Anuarbekovich, Khusein Atakan Varol, Rakhimova Diana
Ramazanovna, Musabaev Rustam Rafikovich, Mansurova Madina Esimkhanovna,
Musiralieva Shynar Zhenisbekovna and many others.

However, the main part of current investigations is focused on the analysis of
morphology automation and syntax when the problem of its semantic analysis
remains as not solved. Scientific research analysis in the field of computer
linguistics, data mining and artificial intelligence associated with development of
knowledge and including Kazakh language into the multi-language projects
demonstrates that solutions existing in this prospect is not sufficient to meet the
actual requirements on developing the system of automatic processing Kazakh,
Russian and English languages ina good manner.

Predominantly, the current multi-language NLP applications use only
grammatical phase of language processing, while the semantic text analysis and
analysis of natural language content remain as one of the key problems as artificial
intelligence theory so computer linguistics.

As far as methods based on the rules require much intelligent expenditures
and computer processor units are more powerful, machine learning methods
become more common. Though, the previously made grammatically and



semantically tagged corpus of natural language are required to use machine
learning methods while semantic and grammatical processing of multi-language
information.

All the above mentioned stipulates the relevance of thesis work concerned
with comprehensive research and solving problems of multi-language text
information analysis based on the machine learning.

Objective of thesis work is improving the quality of automatic processing
the text information of Kazakh, Russian and English languages using the models of
intelligent analysis and machine learning methods. The scientific task of modeling
the processes of intelligent processing multi-language texts, development of
models, methods, algorithms, performing the analysis of multi-language text
information in order to determine the general properties of texts to construct
machine learning models is solved within the stated objective. Obtained algorithms
shall reach their practical implementation in form of the research systems of text
processing with possibility of assessing their work on the basis of the made tagged
corpus.

The tasks given below are solved to obtain the set objectives of the thesis
work.

- Development of fact extracting model from semi structured and
unstructured text bases and its adaptation for Kazakh, Russian and English
languages;

- Modification of the method of random POS-tagging using the hidden
Markov’s model;

- Development of method for determining the semantic distance of multi-
language text documents based using VSM,;

- Formation of method for appraisal of quality of the text semantic distance
analysis work;

- Building software application implementing the developed models, methods
and algorithms.

Scientific novelty of thesis work.

- The hybrid method of automatic morphologic and semantic tagging of text
corpus of Kazakh language was modified, the distinctive feature of which is
simultaneous use of HMM and rules represented by the regular expressions;
that allowed to remove the part of morphologic polysemy and to increase the
entity and accuracy of tagging;

- The logical-linguistic model of semantic analysis was developed identifying the
facts in multilingual texts, that allowed to extract knowledge from the texts of
the Kazakh, Russian and English languages, explicitly represented as the form
of RDF triplets and to form semantically marked learning corpus.

- Method of determining the semantic distance of multilingual text documents
based on VSM was improved, which is distinguished by using the impulse
response PPMI to determine whether a text belongs to a highly specialized
subject area;

- Information technology was made for determining the semantic distance of texts
to a given highly specialized topic, based on the proposed method of



calculating the average value of the cosine similarity of vectors of learning

corpus documents.
Methods of research are based on the complex use of intelligence theory, general
systems theory, systematic analysis, finite predicate algebra and machine learning
methods. The finite predicate algebra is used to formalize the semantic information
transferred by natural sentences, with the subsequent formation of a learnt corpus.
Machine learning methods are used to build models for determining the belonging
of texts of a narrow subject area and an algorithm for semantic tagging the multi-
language corpus.
Object of the research. Systems of automatic processing of text information in
Kazakh, Russian and English languages.
Subject of the research is the models and algorithms for intelligent semantic
analysis of multi-language text information.
Practical significance of work consists in the development based on the rules
presented for defense of a software application, which allows to execute automatic
semantic tagging of multi-language corpus of texts of the Kazakh, Russian and
English languages, and an application allowing to determine the possible criminal
component of the analyzed text. And also consists in the development of
semantically tagged corpus of criminalized texts of the Kazakh, Russian and
English languages.

The applied value of the work results consists in the possibility of identifying

crime-colored texts in computer networks by any interested state bodies.
The main findings to be defended. The following below tasks were solved based
on the research results:
- The model of extracting facts from semi-structured and unstructured text bases
which was adapted for the Kazakh, Russian and English languages was developed.
The selection of the mathematical tool of the algebra of finite predicates for
modeling the semantics of natural language sentences was proved.
- Method of random POS-tagging using the hidden Markov’s model was modified.
- Method for determining the semantic distance of multi-language text documents
based using VSM was developed,;
- Method for appraisal of quality of the text semantic distance analysis work was
formed;
- Software complex allowing to determine the presence of a criminal meaning in
incoming texts and performs semantic tagging was built.
Connection between the topic and the plans of scientific and research
programs
The thesis work was carried out according to the schedule plan of scientific
research grant works: "Methods and models of search and analysis of criminally
significant information in unstructured and semi-structured text bases" of the
Institute of Information and Computational Technologies of the Science
Committee and the Ministry of Education and Science of the Republic of
Kazakhstan.
Publications. The main results of research on the thesis topic are presented in 17
publications, 4 of them in scientific publications recommended by the KN MoES



of the Republic of Kazakhstan, 6 — in the international scientific publications being
the part of data base of Scopus and Web of Science, 7 — in the materials of
international scientific and practical conferences.

Thesis structure consists of introduction, 4 sections, conclusion, bibliography and

five annexes. The total volume of the thesis is 121 pages, 26 figures, 6
applications. The list of references consists of 145 sources.

Introduction contains justification of the relevance of the chosen topic of the
thesis work. The objective, object, subject and tasks of research work are
formulated. The results of the conducted were described, their scientific novelty
and practical significance were shown. The approbation data on the main results of
the thesis work is given.

The first section of thesis work contains a review of modern linguistic resources
and systems 1a automatic processing of Kazakh texts, an analysis of the existing
problems of formalization and algorithmization of automatic processing of Kazakh
texts is made. Analysis of modern machine learning methods used in processing
text information is done in this section and approaches of the Open IE allowing to
obtain information from multi-language unstructured texts were highlighted. The
research task was set based on the carried out analysis.

The second section of thesis work contains the justification of selecting the
mathematical apparatus of the algebra of finite predicates for modeling the
processes of intelligent processing multi-language text information. The
fundamentals of the algebra toolkit of the predicates and predicate operations are
considered concerning its use to formalize the constructions of natural languages
that identify relations between participants of the action in a sentence. The
developed logical-linguistic model of Open IE, which describes the semantic
functions of the sentence participants through the relations of the grammatical and
semantic characteristics of the words of sentences of a given language is given in
this section. The adaptation of this model for the automatic generation of structured
machine-readable information from the texts of the Kazakh, Russian and English
languages is demonstrated. The section describes an algorithm for paraphrasing the
motivation fact to action in English sentences English obtained on the basis of the
developed mathematical model for extracting facts from multi-language text
information.

The third section of thesis work is devoted to the development of methods and
algorithms for morphological and semantic analysis of multi-language texts, based
on machine learning models. The section describes a probabilistic morphological
and semantic tagging method using the hidden Markov’s model (HMM). The
function of evaluating the probability of a tag chain used in the method depends on
two probabilities: the conditional probability of the tag sequence and the
conditional probability of the token designation by this tag. The algorithm for
semantic marking of Kazakh texts is described. The primary tagging of Kazakh
language corpus, on the basis of which the training is carried out, is based on the
use of a list of suffixes and linguistic rules. The third section also presents a
method for determining the semantic proximity of multi-language text documents,



based on calculating the cosine similarity between two vectors of VSM documents,
which uses the PPMI measure representing the weight function as the coordinates
of the vectors.

The fourth section of thesis work contains practical realization of obtained
results. The section proves the use of the metric of numerical estimates, using as
objectively measured indicators of the effectiveness of the developed models a
tuple including the rates of completeness, accuracy and the Van Riesbergen
measure. Also, the practical results of the implementing the developed Open IE
model on three corpuses of Russian, Kazakh and English texts are also shown. The
total volume of built corpuses are 6,000 texts consisting of 700,000 words. The
accuracy of extracting a fact triplet for English language is 87.2%, for Russian
language is 82.4% and for Kazakh language is71.0%. In addition, the section
describes the developed information technology for determining the semantic
proximity of texts to a given highly specialized topic, based on the machine
learning methods proposed in the thesis work, and provides a model for assessing
the quality of this technology.

Conclusion contains the main results and conclusions of this thesis work.

Validity of scientific provisions, conclusions and recommendations submitted
to defense is approved by the proper use of the mathematical apparatus; proper
design of experiments; qualitative and quantitative correspondence of the results of
theoretical studies and experimental data; practical application of research results.
Evaluation of work. The results of thesis work were reported at international
scientific conferences, annual scientific conferences of the Institute of
Computational and Information Technologies, scientific conferences of young
scientists and specialists of the Kazakh National University, as well as scientific
seminars of the Department of Informatics of the Kazakh National University
named after Al-Farabi.
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